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Charting a Course Through Today’s 
Emerging Risks
Understanding risks is a journey, not a destination. Nowhere is this more obvious than in the world of 
emerging risk analysis where researchers seek to identify new risks and learn how old ones may evolve.  

We believe such research can empower the insurance and risk management industries with actionable 
insights to both help mitigate potential risks and leverage product-building opportunities.

That’s why Verisk is constantly investigating the potential future effects of various trends, such as 
technology, health, and environmental science. From climate change and evolving cyber threats to the 
promise and peril of 5G networks and cannabis’s march to the mainstream, we’re training our sights on  
the critical questions that could shape and reshape not just entire industries, but entire societies as well. 

Verisk Perspectives provides you with insight into four topics that experts across our multiple companies 
have been following: climate change, cybersecurity, 5G technology, and cannabis.

Climate Change: Pairing sophisticated data and catastrophe modeling with environmental fact gathering, we 
explore pressing questions about our evolving climate crisis, including the climate’s influence on the planet’s jet 
streams and how rising seas may impact coastal flooding. 

Cybersecurity: Global supply chains, once subject to physical disruption through weather or geopolitical 
events, are now increasingly vulnerable to virtual sabotage due to their reliance on a wide-ranging network of 
third-party business partners as well. How can insurers manage this interconnected business? And how will 
the cybersecurity industry react to the introduction of quantum computers, which may be able to crack today’s 
most complicated encryption algorithms with ease?

5G Technology: Cellular carriers around the world are preparing to turn on 5G networks, tempting consumers 
and businesses alike with tales of blazing download speeds orders of magnitude faster than 4G and significant 
decreases in latency. So why could weather forecasting stand to be negatively impacted with the transition to 
5G? Also, how can 5G’s capabilities support the development of other critical technologies, such as drones? 

Cannabis: As cannabis use may likely continue to increase across the United States, it is important to be 
cognizant of the risks that may coincide from a wide range of angles. For example, as the regulatory regime 
has become more permissive, researchers are facing an entirely new set of challenges around drug and 
pesticide interactions. But could bioengineering reduce these risks? 

We certainly hope that by reading Verisk Perspectives you will not only gain valuable insight into these four 
topics but also see the value the Verisk family of companies brings to your business.

To learn more about these and other risks we research, I urge you to check out our ISO Emerging Issues 
website on ISOnet (ISOnet login required) and our Visualize content hub where you can sign up for weekly 
e-newsletters that can help you keep up with the evolving risks that may be facing your business. 

Sincerely,

Mark Anquillare
Chief Operating Officer
Verisk
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Arctic Warming Could Be Impacting 
the Jet Stream…and Bringing More 
Destructive Weather

By: Judah Cohen, PhD

Climate change debates are 
partly driven by the complex 
interconnectedness of 
weather systems and how 
each component may or may 
not affect the other. 

The potential changes 
emerging with jet streams 
serves as an example, where 
different sets of factors could 
be aligning to create tangible 
shifts in weather patterns 
with potentially serious 
consequences.

Gradients: A primer 

Jet streams operate, in part, due to temperature differences between the poles and the equator, a margin 
known as a gradient. If the temperature difference between the equator and poles is high, then the gradient is 
strong. As that temperature gap closes, the gradient is then weakened. It’s important to keep in mind that the 
speed of the jet stream is sensitive to the equator-to-pole temperature gradient.

However, the temperature difference between the poles and equator isn’t the only gradient that may 
impact jet streams. There’s also a gradient between the North Pole and the northern edges of the conti-

nents as well as between the equator and midlatitudes. 

With temperatures increasing 2 to 3 times faster in the Arctic than 
the rest of the world, the gradient between the North Pole and 
equator is the most extreme instance of a weakening gradient.

In the summer, the North Pole/equator gradient has grown weaker. 
However, the gradient between the North Pole and the northern 
edges of the continents this time of year is strengthening. Why is 

this? The greatest warming is transpiring on this northern continental edge, more so than at the North 
Pole. Therefore, the temperature differential is increasing, strengthening the gradient. Additionally, since 
warming has been evenly spread across the equator and midlatitudes, there hasn’t been a substantial 
change in gradient in this region.

“ We could be faced with 
slower and more split 
jet streams and…more 
extreme weather.”
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Two regions of strong temperature gradients = two jet streams. In between the jet streams weather systems such as heat 
domes become trapped.

What it means for global weather patterns 

Ultimately, the strengthened gradient in the high latitudes, the weakened gradient from the North Pole to 
the equator, and the relatively unchanged gradient between the midlatitudes and equator could contribute 
to a split in jet streams during the summer—one to the north and the other to the south.

This split could allow weather systems to move more slowly across the Northern Hemisphere and could 
even cause weather systems to become trapped or stationary between the two or split jet streams, 
creating favorable conditions for these weather systems to strengthen and create more extreme weather. 

This precise scenario may have manifested itself, for example, through the record-shattering heat waves 
that engulfed Europe in the summer of 2019. 

If the temperatures in the Arctic continue to stay at present levels, or even rise further, then we could be faced 
with slower and more split jet streams and the more extreme weather events that they carry in their wake. 
 

Contributor
Judah Cohen PhD, is Director, Seasonal Forecasting, Atmospheric and Environmental Research (AER).
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Polar Vortex Splits Causing 
Major Disruptions
By: Judah Cohen, PhD, and Peter Sousounis, PhD

Nothing says winter like holiday music, hot chocolate, and the full panoply of snow sports. The last 
decade, however, has introduced a new and very disruptive winter tradition: the polar vortex split. 

In the last several years, these splits have barged into the winter routines of millions of people, bringing 
arctic temperatures and treacherous conditions. But what exactly is a polar vortex split, and why are we 
hearing about it more frequently?

What is the polar vortex? 

The polar vortex is a fast-flowing 
stream or ribbon of air that circles the 
upper atmosphere above the North 
Pole during the winter months. When 
the vortex is strong, the surrounding 
winds flow fast and in a straight 
west-to-east direction. Conversely, 
when the vortex is weak, the sur-
rounding winds slow down and may 
even reverse direction and become 
much more meandering in a south to 
north direction. During the most extreme polar vortex weakening, the single, or parent, vortex normally 
centered on the North Pole will split into two daughter vortices, one in each hemisphere. Often, when the 
polar vortex is strong, temperatures are mild in the midlatitudes across the eastern United States, Northern 
Europe, and Asia. But when the vortex is weak, temperatures tend to be cold across these same regions.

In addition to the weakened vortex contributing to arctic temperatures in midlatitude regions, the Arctic itself 
is subject to a sharp swing in weather in the opposite direction. Just like opening the refrigerator door allows 
warm kitchen air to displace cold air in the refrigerator, warm subtropical air rushes into the Arctic during a 
weakened or split vortex. In 2018, Boston was subjected to 93 mph winds, and upstate New York received 
40 inches of snow from one powerful nor’easter. What was the temperature in the North Pole during this 
stretch? Temperatures were 45 degrees higher than average, reaching a balmy 35 degrees Fahrenheit.1

This contrast is representative of the disruptions in weather 
patterns that a weakened polar vortex can lead to. The frigid 
temperatures brought by a weak vortex aren’t simply an 
annoyance for those who dislike the cold, they can hammer the 
economy. One disruption following a polar vortex split in 2019 
cost the U.S. economy $5 billion.2 Costs incurred from this event 
included property damage as well as a significant loss of income 
due to arctic conditions paralyzing industry for multiple days. 

Examining polar vortex trends 

In the past 40 years, the polar vortex has exhibited weakened states with greater frequency. The conse-
quences of this trend have direct implications on day-to-day life in many densely populated regions, as well 
as at a macro level with respect to the changing climate.

“ One disruption following  
a polar vortex split in 2019 
cost the U.S. economy 
$5 billion.”
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When polar vortex disruptions transpire, severe winter weather, such as cold air outbreaks and heavy 
snowfalls, are more common for the subsequent four to six weeks or longer. Within the past four decades, 
we’ve observed more severe weather from this weakening. What’s more, the increased frequency of vortex 
splits may be creating a feedback loop that accelerates even more splits in the future.

To best illustrate this feedback loop, let’s begin in the summertime, when increasingly warmer tempera-
tures in the Arctic are contributing to more extensive ice melt. In the summer of 2019, 12.5 billion tons of 
ice melted in Greenland in just one day, the highest recorded single-day loss since measurements began 
in 1950.3 It also appears that the extent of Arctic sea ice observed in September 2019 was the second 
lowest on record.

How could this summer ice melt contribute to polar vortex disruptions in the winter, nearly half a year later? 
Ice functions a bit like an arctic mirror, reflecting sunlight and heat back into the atmosphere. Water, on the 
other hand, absorbs and retains heat. As a greater percentage of the ice in this territory melts and is replaced 
with water, heat that would typically be sent back into space is instead trapped in the water. In the fall, when 

polar air masses turn cold, the heat contained by the water is released into the atmosphere (since heat flows 
from warm to cold) and modifies the hemispheric air flow, weakening the polar vortex. Such disruptions take 
some time to manifest into a polar vortex split, which is why the effects aren’t felt until wintertime. 

This feedback loop, labeled “Arctic Amplification” by some scientists, can continue after a split occurs. The 
warmer air that infiltrates the Arctic during a split in the winter limits the ability for ice to be built back up, thus 
perpetuating the cycle of absorbent water supplanting reflective ice. This cycle contributed to record-low sea 
ice around Alaska in the winter and spring of 2019, with great disruption to the local ecosystem.4

Are the polar vortex developments of the past few decades indicative of a significant long-term trend?  
At this point, we can’t say for sure. However, if these splits do continue to emerge into a winter-time ritual, 
preparations for these crippling arctic events in the winter time may soon be imperative.

Contributors
Judah Cohen, PhD is Director, Seasonal Forecasting, Atmospheric and Environmental Research (AER).
Peter Sousounis, PhD is Vice President, Director of Climate Change Research, Research and Modeling 
Division, AIR Worldwide.
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Sea Level Change: Examining Hot 
Spots and Their Potential Implications 
for Insurance and Society
By: Christopher Little

Increases in the frequency and severity of  
coastal flooding due to sea level rise are resulting 
in substantial impacts to coastal infrastructure, 
regional economies, the insurance industry, and 
society at large. Without additional flood protec-
tion measures, economic costs resulting from 
this peril are estimated to exceed US $1 trillion by 
2050.1 These costs will not be distributed evenly 
around the world, in part because sea level 
changes are not occurring at the same rate 
everywhere. This brief summary examines some  
of the factors underlying hot spots—areas 
where sea level is rising more rapidly  
than other locations.

How sea level rise affects coastal flooding 

Sea level rise is often envisioned as the gradual inundation of coastal regions. While this is technically true, 
what we observe is more complicated: The long-term rate of sea level rise is obscured by the short-term 
variability of storm surges and tides. When the average (or mean) sea level rises, the maximum water level 
of every high tide and storm is a little higher. Over long periods of time, or when rapid (a period of several 
years) increases in mean sea level occur, flooding is more frequent, and any particular flood event is a little 
more severe. Thus, the rate of sea level rise (among other factors*) determines changes in the severity and 
frequency of coastal floods. 

The rate of sea level rise varies widely at local (kilometers), regional (hundreds of kilometers),  
and ocean basin (thousands of kilometers) scales. This spatial variability is the combined effect of many 
physical processes, operating over seconds to millennia, that influence both the motion of  
the ocean and the land. 

These processes include:
• ocean density and circulation changes 
• addition of water from melting glaciers and ice sheets 
•  gravitational and rotational effects associated with melting ice that alter the height of the  

sea surface and the land
•  the ongoing response of Earth’s mantle to past changes in ice sheets (for example, the last ice age 

approximately 20,000 years ago)
• sediment compaction that can be accelerated by groundwater or hydrocarbon withdrawal 
• earthquakes 

*  This summary focuses on the influence of changes in mean sea level on flooding. Climate change influences the frequency and 
intensity of storms, and human modifications (for example, harbor dredging or wetland development) affect storm surges. There are 
strong signs that these changes indicate regional hot spots. There are also places where flood frequency or severity will increase 
more for a given sea level rise due to the local flood regime or coastal defenses.
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The importance and magnitude of each of these processes varies depending on geographic location, 
driving regional differences in the rate of sea level change along global coastlines. The figure below  
highlights observed variations in sea level trends in the United States. Other global locations also show  
high spatial variability in the rate of sea level change. 

Colored circles correspond to trends in sea level at U.S. tide gauges with records longer than 30 years. Inset shows 1920–2016 
tide gauge sea level at four tide gauges, with numbers indicating the long-term linear trend. 

Figure 1 

This is similar to the top panel but showing the difference between 2006–2016 trends and the trend over the record length (note 
larger scale). Inset shows 2006–2016 at four tide gauges, with numbers indicating the 2006–2016 linear trend. The data is from 
the Permanent Service for Mean Sea Level (PSMSL), retrieved December 19, 2018. All values in mm/year.

Figure 2 
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Sea level trends: A few examples of hot spots  

The most prominent U.S. sea level rise hot spot is along the Gulf Coast. Parts of Louisiana are experienc-
ing a long-term rate of sea level rise of almost 1 centimeter per year. This rate is nearly ten times higher 
than the global mean sea level rise rate of 1.2 mm/year between 1900 and 1990, and approximately three 
times the global mean rate since 1990. This hot spot is largely the result of land subsidence (sinking) due to 
the extraction of oil and other hydrocarbons. Subsidence is even more dramatic in Southeast Asia, such as 
in Jakarta and Tokyo, where parts of both cities have sunk by several meters. Much of this subsidence is 
due to groundwater extraction and compaction from urbanization and development. Sea level rise thus 
interacts with local water stress, another significant climate risk.

In the United States, sea level is generally rising faster along the East Coast than the West Coast. This is 
largely related to the long-term effects of previous ice ages, especially in the mid-Atlantic. Additionally, 
there’s likely some long-term enhancement of east coast sea level rise due to weakening of the North 
Atlantic Ocean circulation, including the Gulf Stream. In regions close to glaciers and former ice sheets, 
sea levels fall as the land rebounds from the ice load. For example, the sea level in Juneau, Alaska, is 
declining by more than a centimeter per year as nearby glaciers melt. While falling sea levels decrease 
coastal flood risk, they may interfere with coastal infrastructure and port operations.

The location of hot spots differs depending on the time frame 
considered. For example, over the past ten years, rates of 
change have varied widely regionally due to atmospheric and 
ocean variability and have often been much larger than 
long-term trends (lower panel). For example, over the past 
decade, the southeastern U.S. coast has experienced sea level 
rise rates up to three times higher than the global mean. Along 
the southeastern coast, this is manifesting in recurrent nuisance 
or sunny-day flooding. The U.S. West Coast has also experi-
enced high rates of sea level rise, following a 20-year period of 
suppression. On the U.S. east coast, the dramatic 2008–2010 
sea level rise event dominates the variability in the Portland, 

Maine, record over the last decade. This three-year event was equivalent to 30-plus years of global mean 
sea level rise, sufficient to have substantial implications for coastal flooding. Short-term decreases are also 
possible. For example, Portland’s sea level decreased following the 2008–2010 rise.

Outlook 

Some of the drivers of regional hot spots are likely to persist into the future: For example, the rate of 
subsidence caused by geological factors is not expected to change for thousands of years. On the other 
hand, human-caused subsidence can be slowed by reducing extraction of subsurface fluids; this has been 
accomplished successfully in Tokyo. Hot spots due to ocean variability should be expected to change over 
time due to both natural and human-driven changes in the ocean. Over the second half of this century, the 
regional rate of sea level rise will largely be caused by the input of water from melting glaciers and ice 
sheets. The rate of melting is, at least partially, in our control through climate policy.

“ Without additional flood 
protection measures,  
economic costs resulting 
from this peril are  
estimated to exceed  
US $1 trillion by 2050.”
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Even with strong, concerted action to reduce carbon emissions, it’s likely that many coastal 
residents and businesses will confront an acceleration in sea level for the foreseeable future.  
A recent paper2 highlights four general approaches to coastal adaptation: 

1.  accommodation of more frequent flooding through social (improved emergency response), 
economic (flood insurance), and engineering (building elevation) changes

2. creating or augmenting man-made and natural defenses against flooding 
3. reclaiming land from the ocean 
4. relocation through planned or unplanned migration 

Determining the optimal combination of these approaches requires consideration of the current and future 
physical setting as well as decision-making strategies that account for uncertainty and political and 
sociological barriers. 

The insurance industry can help reduce losses by anticipating increasing losses to public and private 
sectors from nuisance flooding. Additionally, risk modelers should integrate the improving scientific 
understanding of the physical processes that modulate observed and expected changes in regional flood 
risk. Efforts to incorporate the time-varying and spatially differing drivers of flood risk into catastrophe 
models are particularly important.

Contributor
Christopher Little is Senior Staff Scientist, Atmospheric and Environmental Research (AER).
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Where Climate Change and  
Natech Risk Meet
By: Alastair Clarke

Insurers want to know when and 
where a climate change signal will 
appear in their loss record. Sea 
level rise (read more on pg. 10)  
is one of the clearest signals of 
Earth’s response to global warm-
ing. And given that changes in 
mean sea level (MSL) will drive 
changes in future extreme sea 
levels, monitoring coastal proper-
ties to spot the emerging climate 
change trend is paramount. This 
article considers the large indus-
trial facilities along the Gulf Coast. These sites are exposed to physical, transition and liability risk. Casualty 
claims can be triggered by natural disasters, and as sea levels rise, more severe claims could emerge. 

Accidents in the industrial sector can be catastrophic, and up to 
5 percent of all accidents in this sector are caused by natural 
events.1 Between 1990 and 2008, natural hazards were the cause 
of 16,600 reported hazardous releases and more than 70 percent 
were due to climate perils such as hurricanes and precipitation.2 
In each case, a natural event triggered a technological malfunc-
tion that led to the release of hazardous material (hazmat). This 
kind of event is called a natech, short for natural-technologic. 
The insurance implications for these events are significant.

Casualty liability from natural disasters 

There are many examples of catastrophic casualty claims from natechs. In 2010, a wet summer contrib-
uted to the collapse of a dam at the Ajka alumina plant in western Hungary. The resulting toxic sludge spill 
caused ten deaths, 150 injuries, and environmental contamination. The plant was fined GB £330 million.3 In 
2005, Hurricane Katrina triggered 200 hazmat releases. The costliest occurred when storm surge waters 
ruptured a storage tank at the Murphy Oil refinery in Louisiana. The release of 25,000 barrels of crude oil 
affected 1,800 homes and resulted in a US $330 million settlement.4

The operators of industrial facilities and other hazmat sites perform hazard analyses to anticipate such 
events and consider whether their existing safety mechanisms are adequate. If a hurricane triggers a 
hazmat release, the operator of the offending site can be found guilty of negligence if reasonable measures 
were not taken to prevent the release, even though the ultimate cause of the disaster was a so-called 
natural event.  

“ Between 1990 and 2008, 
natural hazards were the 
cause of 16,600 reported 
hazardous releases…”

14 Climate Change



Natech catastrophe models 

A catastrophe model (cat model) is designed to calculate the likelihood and severity of financial loss from 
extreme events. Since the 1980s, these models have been used by insurers to prepare for earthquakes and 
hurricanes, and more recently they have been built for man-made perils such as terrorism and cyber incidents. 
A framework for a natech cat model that estimates casualty loss from storm surge is presented in Figure 1.  

Figure 1. Natech catastrophe model framework for quantifying liability from storm surge.  

There are five stages in this framework: In stage one, thousands of storm surge scenarios are 
simulated from a physics-based, stochastic model such as AIR’s Hurricane Model for the United States. 
Each scenario footprint is intersected with a hazmat layer (a map of industrial facilities and superfund sites 
that contain hazardous materials). 

Each surge scenario can trigger a variety of hazmat release scenarios. In stage two, the surge scenario 
has triggered a toxic plume from a chemical plant and an oil spill from a refinery. The orange circles 
represent contamination zones that intersect with the people, residencies, land, and commercial buildings 
found in exposure maps.

In stage three, the costs of each hazmat release scenario are calculated using statistical models that 
relate hazardous release and exposure time to loss. Historical claims from bodily injury, property damage, 
environmental clean-up, and business interruption can be used to build such models. 

In stage four, losses from all scenarios are tallied to give a probability distribution of expected loss. The 
losses are calculated for the insurer who indemnifies the operator of the hazmat sites.

The culpability for the loss may not lie with the operator but could instead lie with the operator’s suppliers 
who did not correctly install the control valves at the chemical plant or the flood defense at the refinery. In 
stage five, a liability footprint shows which suppliers might be liable with the arrows representing flow of trade 
to the operator. Arium’s software considers this footprint as well as other mechanisms to allocate the loss. 

This conceptual framework helps identify the datasets and tools needed to build a natech cat model. It 
also reveals how liability risk is sensitive to climate change as well as other acts of man.
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Natechs and climate change risk 

Natech risk, measured as the number of natech events per number of hazmat sites, has historically been 
highest in the Gulf Coast states.5 This region is the center of the U.S. petrochemical industry and is 
exposed to significant hurricane risk. Hurricanes from the Atlantic can approach the Gulf Coast bringing 
extreme winds that cause severe structural damage and storm surge that leads to extreme sea levels and 
flooding. Compounding this issue, the Gulf Coast has experienced prominent MSL rise along the coast 
due to land subsidence from groundwater extraction, and its MSL will continue to rise due to the thermal 
expansion of the oceans and the melting of ice sheets.

Cat models are usually designed to quantify the present risk posed by a peril, but they can also show the 
financial implications of future climate projections. In 2010, AIR used the U.S. hurricane model to show that 
the physical risk from storm surge along the Gulf, measured as the average annual loss per dollar of 
exposure, would increase by as much as 20 percent by 2030.6 The Mississippi Delta, the Gulf Coast of 
Florida south of Tampa Bay, and Cape Hatteras were identified as regions most at risk from a higher MSL 
and a warmer Atlantic.

Because storm surge can trigger natechs, liability risk in the Gulf should increase too. However, it must be 
recognized that the number of hazmat sites will change over time and could decrease if our society 
transitions from a petroleum-rich economy to a low-carbon one. This suggests the petrochemical industry 
in the Gulf has significant transition risk (read more on pg. 17) in addition to physical and liability risk.

Cui culpa? 

Natechs show how liability can arise from natural events that can be traced back to the suppliers of a faulty 
service. With land subsidence from groundwater extraction, the culpability could be traced back in a 
similar way. However, with climate change, the threads are deeply tangled. It’s difficult to prove that climate 
change caused a specific storm surge event. We can only argue probabilistically and say climate change 
has made events like this more likely to occur. However, there are numerous cases, albeit none yet 
successful, against major oil producers that attempt to hold them liable for their contribution to climate 
change.

Natural disasters were once known as acts of god, while man-made was reserved for perils of human 
agency, like terrorism. As we become more aware of what exacerbates catastrophe risk and we place 
higher expectations on companies to take preventive action, the blame could shift from deity to company.

Contributor
Alastair Clarke is Research Associate, AIR Worldwide.
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Climate Change: Transition Risks
By: Olivia Dobson, Richard Hewston, and Will Nichols 

The tangible nature of the physical impacts of climate change means that other aspects of climate risk can 
often be overlooked. Transition risks—the challenges posed by actions to lessen greenhouse gas (GHG) 
emissions in our societies—are an example of this and can be just as relevant and impactful for businesses 

around the world as physical 
risks. As both investors and 
providers of risk-transfer 
devices, the insurance 
industry is exposed to the 
consequences of transition 
actions as well as the more 
palpable threats presented 
by the changing climate.  

Following the Paris 
Agreement, which became 
effective in November 2016, 

governments across the globe are in the process of imposing more stringent GHG emissions regulations 
to mitigate the effects of climate change. Identifying and managing the transition risks associated with 
these regulations is vitally important to companies across all sectors as the world moves toward a 
low-carbon economy.

For businesses, transition risks can manifest in several ways:

•  Stranded assets: In economies transitioning to lower-carbon emissions, stranded assets refer  
to those assets and investments that are reduced in value as a result of their association with  
carbon-intensive activities.

  The future production and use of approximately US $2.3 trillion of upstream oil and gas assets is 
inconsistent with global commitments to limit worldwide temperature increases to 2˚C. To deliver the 
pledges made under the Paris Agreement, business as usual is not a viable option for fossil fuel 
companies or their investors. 

 
  But other sectors are also at risk: CDP (formerly the Carbon Disclosure Project), a nonprofit independent 

reporting organization, has found that almost US $950 billion of publicly listed companies’ turnover will 
be threatened if governments move to halt activities driving deforestation (a source of emissions). 
Additionally, investors have concerns regarding the carbon-intensity of shipping and transportation 
activities, as well as potential lost revenues in the sector if carbon policies restrict the production and 
movement of coal, oil and gas, and other commodities.

•  Disclosure: Companies across all sectors, but especially financial institutions, are increasingly 
expected to apply the Recommendations of the Task Force on Climate-related Financial Disclosures 
(TCFD) to assess and publicly report on their exposure to climate change for both physical and transition 
risks. Aside from the complexities of predicting these impacts, public disclosure may reveal risk expo-
sure and internal management strategies that affect the value and/or reputation of a company, such as 
by negatively impacting an enterprise’s ability to raise capital. 

•  Litigation: Potential liabilities exist for companies directly or indirectly associated with large amounts of 
GHG emissions. Several lawsuits have been brought against multinational corporations (oil and gas 
companies in particular) attempting to place responsibility for future climate change–related impacts 
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with these enterprises. The number of climate litigation cases has grown sharply since 2004, with most 
occurring in the United States. From 2004 to 2018, almost 1,000 cases were filed in the U.S., while 
fewer than 270 suits have been filed in all other countries combined. 

  Perhaps the most eye-catching lawsuit was brought by New York City in 2018 and sought billions from 
the five largest publicly traded oil majors to compensate for the city’s investment in climate resilience 
measures. It was later dismissed, and although a large proportion of the other cases will also be 
unsuccessful, all it takes is one successful case to set a precedent that triggers a flurry of lawsuits. 
Companies should be aware that courts have the power to issue substantial financial penalties. As the 
impacts of climate change become more apparent, there’s a real possibility that courts may wield this 
power more aggressively.

•  Reputational threat: Many businesses are coming under pressure to distance themselves from fossil 
fuel–dependent industries, activities, or projects, both through the withdrawal of services and via 
divestment. Association with emissions-intensive undertakings can make a business the target of 
damaging protests and negative campaigns.  

•  Operational costs: A significant portion of the near-term investment costs that are required to 
rebalance an economy toward becoming more energy-efficient and less carbon-intensive is likely to be 
passed on to business: For example, through higher energy prices or more stringent energy-efficiency 
standards. Alongside this, businesses in carbon-intensive markets may be faced with new legislation, 
such as emissions trading schemes, that prompt unexpected capital outlays.   

The insurance sector faces further unique challenges around transition risks. These include anticipating  
the consequences of policy and regulatory changes for their clients and adapting products and coverage 
to react to new and emerging circumstances and technologies.

Using data to understand transition risk exposure  

While decarbonizing the global economy is undoubtedly a positive move for the planet, the associated risks 
for business can be difficult to quantify. For instance, how can investors identify geographies where regula-
tion intended to limit carbon emissions is more likely to occur? This type of information can help investors 
determine how their portfolios could be affected.

Case Study

Verisk Maplecroft’s Carbon Policy Index has been devised to help companies identify where policy 
changes driving transition risks pose the greatest threat. It assesses the potential for more stringent GHG 
emissions-reduction policies to be implemented across 195 countries and the degree to which those 
policies are likely to have material implications for business. The index is scored on a 0–10 scale, where 0 
indicates the greatest risk.

The index uses three pillars to examine the level of risk present. It considers:

1. the extent of the gap between a country’s current emissions levels and its stated targets 
2. the capacity and political will to implement carbon reduction policies successfully
3. the trend in the recent carbon intensity and energy efficiency of its economy                              

Countries with larger emissions gaps will require more stringent mitigation measures to meet targets,  
while new or more stringent carbon policies are likely to have greater financial implications for companies 
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operating in markets that are highly energy-intensive, are heavily reliant on fossil fuels, and show little 
recent progress in improving these factors.

The majority of the highest-risk countries in the index are located in Europe, with Iceland (ranked 1st), 
Finland (2nd), Portugal (3rd), Norway (4th), Austria (5th), Switzerland (8th), and France (9th) making up 
seven of the nine countries categorized as “extreme risk.” New Zealand (6th) and South Korea (7th) 
complete this group, all of which feature significant emissions gaps in achieving their stated targets 
alongside considerable levels of capacity and intent to implement policies to meet these commitments. 

Topping the index is Iceland, whose economy is also relatively energy-inefficient compared with the other 
extreme risk countries.

The data within the index pillars identifies the key drivers of risk, providing insight into the nature of the 
challenges present in each individual geography. The visual above illustrates the risks present for a 
selection of countries.

As pressure increases from regulators, corporate boards, and shareholders to understand the financial, 
operational, and reputational implications of the move toward a lower-carbon economy, developing an 
in-depth understanding of the range of ways in which transition risks could affect business activities is a 
growing challenge for risk managers in all sectors.
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Power Utilities Face  
Emerging Cyber Threats
By: Ben Kellison

Security threats in the power industry 
continue to proliferate as utilities 
become more digital and  
customer-centric. Utilities are focusing 
security efforts on traditional opera-
tional threats, such as cyber intrusions, 
as well as risks that could correspond 
with the burgeoning world of Internet of 
Things (IoT) devices. As more IoT 
devices interact with the grid and with 
power utilities, they create millions of 
new pathways that must be safeguarded 
from cyberattacks. Finally, the danger-
ous threat of physical attacks  
on power infrastructure continues to loom.

Smart meters are the most common utility connected device around the globe. There will be more than 1.2 billion units installed 
and communicating by 2024, with Asia driving global growth. Our forecast covers 80 countries, across six continents, accounting 
for more than 5.3 billion people.
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SCADA’s role in power grid vulnerabilities 

Utilities were early adopters of Supervisory Control and Data Acquisition (SCADA)-based solutions to help 
access data and control far-flung assets on the grid. SCADA, a type of industrial control system (ICS), was 
developed before the Internet became ubiquitous; thus, it was designed to be simple and operate in a closed 
system without any connections to the outside world.1

However, in the last decade, the number of devices added to these control networks has exploded as 
utilities continue to seek more visibility into the power distribution grid. These devices introduce new 

security vulnerabilities to SCADA-based systems 
and the grid they control. Moving forward, 
cybersecurity for the full-range of power genera-
tion, transmission, and distribution assets will 
likely involve different approaches, very often 
requiring different levels of oversight.

The rising frequency and severity of cyberattacks 
on energy and utility infrastructure have only 
served to heighten this need.

Traditional operations threats 

In December 2015, several Ukrainian distribution utilities’ networks were compromised in a multi-month 
attack. The breach began with spear phishing and malware tactics to gain access to corporate networks, 
then escalated with the remote seizure of the utilities’ network control systems, systematic switching off of 
key substations, and the disabling and destruction of both key field control assets and company files.2

This coordinated and advanced attack was attributed to state actors and led to a renewed focus and 
concern about the technical savvy of potential attackers.3 

IoT entry threats 

New cyber threats for utilities are emerging, including from:

•  the digitization of distributed assets, such as smart meters, new sensors, and power  
electronics equipment  

• tremendous demand to invest in new customer and utility energy generation
• loads and monitoring devices at the edge of the grid 

“ Utilities alone are expected to deploy 
more than 800 million connected IoT 
devices by the end of 2019. Each  
of these are potential gateways for 
cyberattacks…”
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Utilities alone are expected to deploy more than 800 million connected IoT devices by the end of 2019.4 
Each of these are potential gateways for cyberattacks into one or more of a utility’s systems. The grid is 
also becoming more decentralized. Tens of millions of small generators and loads are being integrated into 
more power markets and local power systems that may or may not be owned or operated by the utility.

As more of these resources participate in power markets and utility programs, power systems are 
expected to become more reliant on these resources, as well as the dozens of corporate clouds that are 
aggregating and dispatching resources both for customer benefit and power market participation.

This will likely increase the grid’s exposure to cyber events that may affect appliance manufacturers, HVAC 
and HVAC control suppliers, and e-mobility firms. These firms’ products will increasingly compete with 
traditional and renewable power plants not just to address peak load challenges but also to provide grid 
services that maintain the balance of supply and demand.

The trend may persist in the future as many utilities and aggregators are expected to continue to embrace 
advances in communications and control technologies, leading to new cyber challenges.

Physical security threats  

While cybersecurity is a hot topic, there’s also renewed concern about physical risks, in part due to the 
2013 attack on PG&E’s Metcalf substation. This attack featured a small team cutting some of the fiber 
communications lines to the station while enlisting a sniper to shoot at 17 electrical transformers. The 
coordinated effort ultimately led to more than US $15 million in damages inflicted in just 20 minutes.5 
Following the attack, a member of the FBI suggested that the operation didn’t require “a very high degree 
of training” to execute.6

Fears of physical strikes on critical infrastructure were heightened in the wake of the 2019 drone or missile 
attacks on 17 structures in the Khurais oil field and Abqaiq refining facility in Saudi Arabia’s Eastern 
Province.7 The strikes disrupted the production of 5.7 million barrels of oil per day, leading to a spike in 
crude oil prices around the globe.8 These strikes demonstrate both the velocity and potentially global 
impact of physical strikes on energy resources. The proliferation and continued advancement of drones 
and other smaller precision weaponry are an emerging threat to critical infrastructure in areas with 
simmering geopolitical tensions.
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Cyber Risks Loom Large in an 
Interconnected World 
By: Tim Campbell and Kamban Parasuraman 

In recent years, corporations have been exposed to more supply chain risks than ever before. Various 
factors, including geopolitical disputes and climate change, can contribute to changing supply chain 
exposure footprints. However, increased vulnerability to malicious cyber activity in particular has emerged 
as a key concern for many companies. A recent survey of more than 1,000 UK and U.S. chief information 
security officers and other risk professionals indicated that the average company shares confidential 
information with about 583 third parties.1 This exchange of data and sensitive information increases the risk 
of data breaches; 59 percent of the companies surveyed experienced a data breach linked to one of their 
vendors or separate third parties in 2018.2  

Additional data from the National Institute of Standards and Technology (NIST) also casts a light on cyber 
risks caused by vulnerabilities in the supply chain. According to NIST, nearly 24 percent of supply chain 
disruptions are caused by cyberattacks.3 Supply chains also represent a primary target for hackers, with 
80 percent of information breaches originating in the supply chain.4 

A couple of widely reported examples of major cyber incidents inflicted through vendors of 
large enterprises include:

•  Facebook: A Mexican social media firm’s (Cultura Colectiva) unprotected Amazon cloud computing service 
exposed more than 540 million Facebook users’ account names, ID numbers, comments, and reactions.5 

•  Target: In 2013, the credentials of a third-party vendor were used to breach 70 million customer records.6 
The attackers reportedly stole the credentials of a heating, ventilation, air conditioning (HVAC) subcontractor 
that had been accessing Target’s network through an external vendor portal.7 In total, the breach cost 
Target nearly US $300 million in legal settlements.8

25ISO Emerging Issues



Contingent business interruption:
A key cyber exposure in the supply chain  

Contingent business interruption (CBI) is the disruption to a company’s operations resulting from the interrup-
tion of a service provided by a vendor in the company’s supply chain. A cyberattack can affect common 
third-party vendors, such as cloud service providers, Internet service providers, payment processors, domain 
name system providers, e-mail servers, content delivery networks, and ad networks. A security or system 
failure of any one of these services can result in a major outage and financial loss to another company. The 
threat of CBI is growing rapidly as organizations migrate to the cloud, where an outage could affect numer-
ous organizations across the industry. Similarly, increased interconnectedness of industrial automation and 
control systems (IACS) and Internet-connected IT networks have added a new layer of threat for cyber-trig-
gered supply chain disruptions. For example, in March 2019, Norsk Hydro, one of the world’s largest 
producers of aluminum, was forced to run some operations manually because of a cyberattack to an 
Internet-connected IT network.9

To mitigate exposure to CBI risks that emanate from cyberattacks, corporations should  
continuously identify and monitor their third party interdependencies. 
 
When sizing up third-party relationships for potential cyber risks,  
companies should consider:  

• Which partners do these enterprises engage with?
• What services and products are provided by a third party?
• What type of data is being exchanged?
• What kind of network access is being granted?

How can insurers manage an interconnected book of business?  

Just as companies need to be aware of the cyber risks introduced by third parties in their supply chains, 
insurers may need to consider how the insureds within its own book of business are interconnected. In 
fact, the lack of full visibility into each insured’s interdependencies may create risks that are unidentifiable 
from an underwriting standpoint. 

To account for the uncertainty arising from data and knowledge gaps, some insurers may resort to a qualitative, 
faith-based, piecemeal approach for CBI underwriting. However, without considering the correlation across 
suppliers and service providers, products, and industries, this fragmentary approach to CBI risk underwriting 
can result in risk aggregation creeping into an insurer’s portfolio, where a large-scale event can lead to 
catastrophic accumulations. To be resilient against these new vulnerabilities and threat vectors, it is important 
for the insurance industry to take a holistic view when assessing the interconnected risks.
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Using technology and analytics to measure supply chain risks  

Across organizations, the Industrial Internet of Things (IIoT) is enabling many companies to track, measure, 
and optimize elements of their supply chain. For example, IIoT is set to replace barcodes and scanners 
with radio-frequency identification (RFID) technology, cloud-based GPS sensors, and in-vehicle monitoring 
technologies that will enable companies to track and monitor the location and condition of products from 
source to end-delivery point.10 For this emerging risk, the insurance industry cannot rely solely on old 
techniques of taking historical claims data and projecting it forward.

Machine learning, and other promising predictive methods, can be deployed to identify trends and 
intangible aggregation scenarios from diverse supply chain data, including information provided by the IIoT, 
allowing us to continually improve our understanding of interconnected risks. The rich set of analytics and 
insights gained from these predictive methods enable risk managers and insurers to transition from 
reactive to proactive management of their supply chain risks. They can identify interdependencies before 
events happen, allowing companies to future-proof their businesses against probable impending 
contingencies.
 

AIR Worldwide has experience modelling similar emerging risk scenarios. For additional informa-
tion, please see Lloyd’s innovation report “Hidden Vulnerabilities in Supply Chain Risk: A 
Quantitative Risk Modelling Framework” at  https://www.lloyds.com/news-and-risk-insight/
risk-reports/library/understanding-risk/hidden-vulnerabilities
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Event Year Economic Impact

Melissa 1999 US $1.2 billion
ILOVEYOU 2000 US $15 billion
Code Red 2001 US $2 billion
Sircam 2001 US $1 billion

Nimda 2001 US $635 million

Sobig 2003 US $37 billion

SQL Slammer 2003 US $750 million
Mydoom 2004 US $38 billion
Sasser 2004 US $500 million
Conficker 2007 US $9.1 billion
WannaCry 2017 US $4 billion
NotPetya 2017 US $10 billion
Source: PCS internal research

Could NotPetya’s Tail Be Growing?
By: Tom Johansmeyer

Cyber catastrophe risk has been 
difficult to understand and analyze. 
For example, it initially looked like the 
cyberattack dubbed NotPetya would 
be a somewhat benign cyber 
catastrophe, leading the market to 
question the prevailing wisdom about 
the long-tail risks from professional 
lines (such as directors and officers, 
or D&O). However, the event evolved, 
offering a learning opportunity from 
the first PCS®-designated global 
cyber catastrophe. 

Lesson 1: It’s tough to predict exploding cyber cats 

Careful analysis would normally be the solution to understand cyber catastrophes, but there’s minimal 
information available to conduct this sort of effort. The PCS team looked at the economic losses from 
major cyber events over the past 20 years, with a dozen of them reaching at least US $500 million. While 
every major event comes with lessons for risk bearers, fast-changing circumstances compounded by time 
can erode the benefits of learning from the past and hamper capital deployment.

Historical Cyber Events: Economic Losses

Only two of the above cyber catastrophes resulted in directly meaningful losses for the global insurance 
industry: WannaCry and NotPetya. WannaCry caused significant economic losses, but the impact on the 
insurance industry amounted to only US $50–60 million. NotPetya, by contrast, had insured losses of 
above US $3 billion—and the event is still developing. Another, LockerGoga, seemed poised to cause 
nontrivial insured losses industrywide. Following the Norsk Hydro affirmative cyber loss, though, it looked 
like momentum slowed a bit, with the five other companies being monitored appearing to have economic 
exposure but little in the way of insurance implication. (PCS continues to monitor LockerGoga for insur-
ance industry developments.)
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Lesson 2: It’s about much more than the cat’s tail  

So, what makes WannaCry and NotPetya different from each other? Some believe that WannaCry’s economic 
impact was actually greater than that of NotPetya’s, despite the imbalance in insurance industry implications. 

NotPetya appears to have affected 
larger companies in a way that resulted 
in greater engagement with the insur-
ance industry, given the business 
interruption implications that were 
relevant to property programs. That 
wasn’t the only reason for the much 
larger loss reported for NotPetya. Two 
major risk losses contributed more than 
80 percent of the event’s insured loss of 
above US $3 billion. Without them, the 
overall insured loss—not to mention the 
economic loss—would have been much 
more modest, with the impact on the 
global insurance industry commensu-
rate with that of a particularly nasty 
single-state hailstorm.

The dearth of precedent has caused the global insurance and reinsurance industry to examine NotPetya with 
particular care, combing it for every possible insight that could be used for analysis and prediction. Before 
this event, the global reinsurance industry was fixated on the effect that a cyberattack could have on the 
professional lines market, but the property losses from NotPetya shifted our community’s focus. However, it’s 
worth revisiting the potential concerns initially associated with professional lines claims from a cyber event. 
Based on developments in 2019, it appears that this issue is about to become relevant to the market.

In past years, there were concerns that a D&O claim represented the nightmare scenario for cyberattacks.  
D&O claims can drag on for years, and even successful claims handling can be an expensive and burden-

some proposition.

Perhaps to the relief of many, for the first two years 
of its development, NotPetya remained mostly a 
property event. Approximately 85 percent of the 
insured loss from the event was non-affirmative 
property. Although there had been some ques-
tions and concerns along the way, NotPetya 
became fairly stable faster than anyone expected 
for a cyber catastrophe. That’s not to say the 

industry loss was approaching finality; there are always disputes in catastrophe events. But the process 
was fairly smooth. 

However, a shareholder class action lawsuit filed nearly two years after the attack has introduced an added 
dimension for analysis involving the same D&O concerns that were initially feared, bringing a new source of 
non-affirmative insurance risks into the picture.
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“ WannaCry…amounted to only 
US$50–60 million. NotPetya,  
by contrast, had insured losses  
of above US $3 billion—and the  
event is still developing.”
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Cybersecurity Needs a Quantum Leap
By: David Geller

Perhaps no other technology on the horizon 
has simultaneously raised more hopes—and 
fears—than quantum computing.

While there are many differences between 
classical computers used today and quantum 
computers, the core of their capabilities differs 
with respect to bits and qubits.

Classical computers store and process 
information in bits, and each bit can exist in 
only one of two states (the classic 1 and 0 of 
binary code). But in a quantum computer, 
binary bits are replaced with qubits, which are 
units of computing information that exist in 
multiple states at the same time, thus allowing 
them to perform numerous calculations at 
once. Theoretically, this difference enables 
quantum computers to store and process 
much more information than their classical 
counterparts.1 

If incorporated into encryption defenses, 
cybersecurity that features quantum computa-
tion could prove to be unhackable.2 
Conversely, if wielded by cyber criminals, 
quantum computers could trigger breaches at 
a truly unprecedented scale. Cyber paradise or 
cyber chaos looms.

Quantum computing’s potentially colossal 
impact on the cyber universe is linked to how 

cybersecurity, namely encryption algorithms, operates. Contemporary data encryption is typically based on a 
complex series of math equations that classical computers aren’t capable of solving, partially due to a lack of 
processing power.3 

However, a quantum computer would theoretically possess much more processing power than classical 
computers and could harness that ability to solve the algorithm that’s encrypting data. A sentiment among 
some researchers is that encryption methods tailored to classical computers would not be able to defend 
against a quantum-based attack. For example, a recent study indicated that RSA-2048, an encryption 
algorithm that computer scientists believe is impossible to breach by a classical computer, could be solved 
by a quantum computer with 20 million qubits in less than eight hours.4 

Of course, this threat is unlikely to materialize until the distant future because a state-of-the-art quantum 
computer, as of 2019, has only 70 qubits.5 Nevertheless, researchers and other experts have projected a 
timeline of roughly 10 to 20 years before hackers will have quantum computing at their disposal.6

30 Cybersecurity



Quantum-safe standards on their way  

In 2012, the National Institute of Standards and Technology (NIST) began preparing for a world with quantum 
computers when they launched the Post-Quantum Cryptography (PQC) Standardization project. This effort 
attempts to ensure that computers are appropriately encrypted when quantum computers fall into the hands 
of bad actors.7 

In 2017, NIST received 69 submissions for post-quantum cryptography strategies. In 2019, the agency 
trimmed down the list to 26 viable candidates. The efficacy of these algorithms will be tested broadly to 
determine if they are truly quantum-resistant. The expectation is that new post-quantum standards will be 
available before 2024,8 and NIST has not ruled out that multiple algorithms could emerge as a viable standard.9 

NIST isn’t the only regulatory body that has attempted to foster development in quantum technology for 
cybersecurity purposes. The National Quantum Initiative Act was signed into law in 2018 and will allocate 
US $1.2 billion in funding to innovate and enhance quantum technology in the United States. Additionally, 
the Quantum Economic Development Consortium (QED-C), established by NIST, intends to cut the 
process of setting up a quantum research facility from three years to six months.10 

Challenges with cybersecurity have set off a plethora of issues in the past ten years. Ultimately, the next 
decade may be defined by how quickly quantum computers—the true wild card of the computing 
universe—develops. 

Potential risks from quantum computing

The immense processing capability of quantum computers could open up many possibilities—and 
potential risks. Here are a couple of potential exposures that loom in a quantum-computing era.  

Long-tail consequences:  Quantum computing might be the hacking tool of the future, but the data of 
the past could be most vulnerable. Annually, hackers are collecting large stores of data from a wide range 
of industries, but much of that data remains encrypted even after being stolen. Therefore, when hackers 
are able to execute a breach successfully, they might only obtain indecipherable information that likely 
can’t be translated by a modern computer.11

Quantum computers could eventually be used to decrypt this data and expose potentially highly sensitive 
information stolen in the past. This could implicate a slew of public and private enterprises years, or even 
decades, after the information was stolen.12

Blockchain:  Blockchain, initially heralded for its potential to provide ironclad security for everything from 
cyber currencies to shipping records, has ultimately proven vulnerable to wily hackers.13 Such blockchain 
vulnerabilities may only increase if bad actors have quantum computers at their disposal. For example, 
every transaction that occurs on one blockchain comes accompanied with a public key that’s decrypted 
while the network confirms the block—usually within a period of about ten minutes. This isn’t enough time 
for a classical computer to solve the mathematical equation that unlocks the private key required to access 
the block, but a quantum computer may be capable of solving that equation in this time frame.14
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5G: New Opportunities and Risks
By: Drew Doleski 

Technological innovation in both the consumer and enterprise markets continues to drive forward at a 
blistering pace. Digitization and automation are drastically changing the nature of how society operates, 
the way we store and access information, how we participate in commerce, how we communicate with 
others, and how we interact with objects in the physical world. 

Next generation 5G wireless networks promise to supercharge these trends. This evolution in wireless is 
expected to deliver impressive increases in speed and reliability, which will support value creation across 
nearly all industry sectors. While these benefits will be massively transformative, 5G also has the potential 
to create new threats that risk managers and the insurance community must account for. 

What is 5G?  

Fifth-generation wireless, or 5G, is an emerging networking architecture that will increase the speed, 
efficiency and reliability of data communication compared to fourth-generation (4G) and 4G long-term 
evolution (LTE) networks. In addition to leveraging new spectrums with increased bandwidth, 5G incorpo-
rates advanced radio and software-defined platforms to enable faster data processing needed for virtual-
ization, cloud-based architectures, and edge computing.1

If we presume that network speed is the critical benchmark for performance, 5G is poised to deliver a 
dramatic boost. Presently, fourth-generation LTE has a peak data transfer rate up to 300 megabits per 
second. While it’s still unclear how fast 5G networks will be in production, initial indications point to at least 
a 3x increase in speed, with some vendors citing gains as high as 20x.2 In an unscientific test of a consum-
er-grade 5G-enabled mobile phone, testers saw peak speeds of 1.385 gigabits per second, a nearly 5x 
boost over 4G LTE.3
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5G also promises a significant improvement in network latency, reducing response rates in the time a 
signal is sent to when a reaction begins. This reduction in latency can drastically shift outcomes during 
life-and-death situations. For example, “a connected car traveling at 75 miles per hour would travel over 10 
feet further before applying the brakes if the system experienced a mere 100-millisecond delay,” according 
to VIA Technologies.4

In many advanced markets, wireless operators are in the early stages of rolling out 5G infrastructure. This 
is no small task and involves the participation and coordination of a range of entities including network 
operators, hardware infrastructure manufacturers, and software providers, and buy-in from the numerous 
vendors that wish to include 5G radios in their own devices.

5G impact and opportunities  

Beyond the projected consumer benefit of 
speedier wireless devices, the launch of 5G is 
hotly anticipated as an enabler of many other 
emerging technologies with widespread impact 
for numerous industry segments. According 
to IHS Markit, 5G will create 22 million new 
jobs globally, generate US $3.5 trillion in 
direct economic activity and contribute to 
significant economic growth.5

Some areas where the benefits of 5G will be realized include:

•  Connected vehicles: The next generation of personal and commercial fleets will be built on the 
promise of enhanced connectivity delivered over 5G. In addition to new opportunities for the delivery of 
digital services such as predictive maintenance, perhaps the biggest benefit will be vehicle safety. As 
demand for autonomous and semi-autonomous vehicles grows, so too must a network infrastructure 
that will support their safe use on roadways. 5G will be a key ingredient in intelligent road infrastructure, 
such as by optimizing the use of sensors on streetlights that remain in constant communication with 
autonomous vehicles. 

•  Manufacturing: Many consider automation to be the Fourth Industrial Revolution.6 This translates to an 
increase in the use of robotics within manufacturing and the proliferation of Industrial Internet of Things 
(IIoT) sensors that monitor equipment use and health. The speed, reliability and reduced latency of 5G 
networks can enhance production controls, help improve worker safety, and increase opportunities for 
automating a growing number of manufacturing tasks at a significant scale.

•  Healthcare: Innovations in healthcare will change society’s access to medical services and reduce the 
cost of delivering them. Concepts rolling out today include telemedicine and remote monitoring–all of 
which benefit from faster, more secure and reliable data sharing between patients and healthcare 
providers through advanced medical devices.

•  Smart cities and infrastructure: From mobility to the delivery of utilities, both the public and private 
sectors are undertaking initiatives to improve the quality of essential services. To fulfill the promise of the 
smart city, 5G will underpin scalable deployment and management of the many connected devices, 
sensors, and add-ons necessary to reduce congestion and natural resource consumption. These 
complex smart city solutions rely on networks that include a massive number of connected devices–
spanning vehicles, smart meters, street lights, connected infrastructure, and life safety equipment. 
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5G and insurance  

Just as 3G and 4G cellular connections changed the face of content distribution and commerce, 5G will enable 
significant opportunities for the Internet of Things (IoT). For example, with more data provided by consumers, 
and industrial use of IoT devices, insurers may be able to improve risk assessment.  

For many insurance carriers, vehicle telematics has already begun to improve the accuracy and sophistica-
tion of underwriting personal and commercial auto policies, and 5G will enable support for even more 
telematics-based data. Similarly, some property insurers have begun to introduce incentives for adding 
safety-oriented devices such as network-connected water leak sensors, enabling the domain of connected 
property to grow as well.

As the cost of the technology drops and the reliability improves, manufacturers will have greater incentive 
to embed sensors that can leverage 5G connections in various products. Commercial and personal 
insurers alike may soon have access to a greater breadth and depth of risk-related behavioral data 
collected from the use of these products. 

5G will perhaps have an even bigger impact on commercial insurance. Transcending many commercial 
product lines–from small business owner policies to maritime, cargo, and workers compensation 
products–access to data from 5G-connected devices can greatly improve the speed and accuracy of 
providing coverage. 

For example, factory employees could have sensors attached to their clothing, enabling the company’s 
workers compensation carrier to identify particularly risky activities that the workers engage in, such as 
carrying weight with poor posture that lends itself to chronic back injuries. Brokers, underwriters, and risk 
managers who can harness the power of this information are poised for significant competitive advantage. 

5G could usher in a new era of risk  

Network operators are bullish on 5G because of the increasing demands for expanded wireless capabili-
ties and utilization. However, given this expected increase in utilization volume, these networks and the 
data that flows through them also present a potentially significant increase in vulnerabilities that can be 
exploited. It’s paramount that these potential entry points be safeguarded at all levels. 

Endpoint-to-endpoint traffic, which requires data packets to move through a range of software systems, 
could have their own susceptibilities. These risks are exacerbated by the deployment strategy that many 
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network operators have selected–an evolutionary approach that will rely on existing 4G infrastructure 
components for cost management.7 In these instances, 5G may inherit some legacy vulnerabilities from 
4G equipment.

A noteworthy consequence of the increased throughput of 5G networks is a reduction in range, thus 
necessitating more towers in the form of small cells.8 Each cell, along with the supporting macro-network 
infrastructure, could be exploited as an entry point for cyber attackers. Further, there’s been heated 
geopolitical debate about the potential for international espionage when many key hardware components 
are manufactured by companies in other countries.

Traditional approaches to cyber security in the 4G 
world, often built upon reactive incident response 
and recovery methods, will struggle to defend 
against the new vulnerabilities introduced in the 
5G software stack and must evolve to keep pace 
with the expected growing use of 5G. By 
leveraging new tools, including proactive machine 
learning and artificial intelligence, network and 
application operators can work to reduce the 
potential for increasingly complex attack vectors.

Lastly, the proliferation of IoT devices that will be connected to 5G networks represents an exponential 
growth in risk. Statista forecasts more than 25 billion connected objects by 2025, a nearly 150 percent 
increase from 2019.9 Compromised devices, including connected vehicle sensors to components in 
manufacturing equipment and municipal infrastructure, present the potential for both physical and digital 
harm. Frequent security patching and real-time authentication are imperative to decrease the exposure to 
possible exploitation. IoT security researchers are already seeing an 875 percent increase in cyberattacks 
on network-connected devices between the first half of 2018 and the first half of 2019.10 While the over-
whelming majority of these cyberattacks are considered unsophisticated, they remain a strong indicator 
that the number of attempted exploitations will only continue to rise as the use of IoT grows.

With the impending global launch of 5G networks and the tremendous growth of connected devices 
expected in the coming years, risk managers must be prepared to evaluate these new potential entry 
points for cyber actors and become more proactive in their approaches to cyber security. Data manage-
ment and security strategies, seamless processes for the safe storage of sensitive information, and 
compliance with regulatory frameworks and certifications are pivotal to mitigate losses that may grow in 
both scope and severity.

Despite the potential for increased disruptions and losses, 5G technology will create tremendous new 
opportunities for value creation, operational efficiency and improvements in our everyday lives. Among 
other enterprises, insurance carriers can position themselves to incorporate 5G to their advantage, such  
as collecting more robust data for underwriting and claims-handling sophistication, as well as customer 
experience differentiation.
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“ Traditional approaches to cyber 
security in the 4G world…will  
struggle to defend against the new 
vulnerabilities introduced in the 5G 
software stack…”
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Complex 5G Rollout Comes with 
Radiation Concerns
By: Mark Grossman, Tom Timms, & David Geller

The deployment of fifth-generation cellular networks (5G) is 
distinct from the first four generations (1G to 4G). For one 
thing, the capabilities of 5G, which could allow for download 
speeds 600 times faster than its 4G predecessor,1 are an 
unprecedented jump in capacity, performance, and effi-
ciency. But the rollout of 5G does share one thing in 
common with its predecessors—it has provoked fresh fears 
about electromagnetic radiation. 

5G’s need for speed  

One reason 5G promises to deliver faster speeds, greater 
bandwidth, and lower latencies is its high frequency com-
pared with other cellular radiation. However, with higher 
frequencies comes shorter range, which means that 5G 
equipment will not be able to deliver signals over long 
distances and may also struggle to penetrate buildings and 
other objects.2 

If a 5G signal is dropped, 4G signals will likely be available to pick up the service. With respect to an individual 
crossing the street while downloading a movie or browsing a web page, the consequences for this 5G-to-4G 
handoff are minimal. However, the cutting-edge technology that 5G aims to enable at greater scale, such as 
autonomous vehicles communicating with each other and doctors performing surgeries remotely through a 
robot proxy, can’t be effectively provided over 4G, making the avoidance of 5G drop-offs vital. 

5G radio waves do not travel as far as 4G radio waves. This places the utmost importance on the optimal deployment of the equipment 
based on area characteristics. The image shows examples of some of the mapping data produced by Geomni UK at a resolution of  
2 meters. 4G and earlier technologies typically required a 50 meter resolution level of detail. From a mapping perspective, the challenge 
is not only to determine the height of each building, but also to include a classification based on building density and use. For example,  
it is necessary to differentiate between retail parks, complex buildings, and industrial areas, which may have buildings of similar 
characteristics, but ultimately may have very different network requirements. 

Water (Inland) Recreational land
Sea (Coastal Water) Decideous forest
Sealed areas Coniferous forest
Bridges Suburban
Sand and sand dunes Leafy suburban
Mining area Low density urban
Rockscape Complex buildings
Heath and mooreland Urban
Wetlands Dense urban
Open agricultural Industrial areas
Mixture fields/sparse trees Retail parks
Vinyards and hopyards Business parks
Glasshouses High rise
Orchards Agricultural buildings
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A peek behind the 5G buildout  

The 5G build-out promises to be massive. It’s projected that 300,000 antennas will need to be installed over the 
course of the build-out in the United States—as many cell towers as have been erected in the last 30 years.3

Geomni UK, a Verisk business, provided data for many years to telecom network providers in the United 
Kingdom to help them plan and develop 3G and 4G networks. Geomni is now providing highly detailed data, 
derived from imagery and other sources, to support modelling and building of 5G networks. The short waves 
emitted by 5G equipment make optimal placement imperative to mitigate the chances of drop-offs and 
interference, making this rollout particularly challenging compared with prior cellular upgrades. Given this, 
network operators will require more precise and granular maps for 5G installations than for 4G.

Radiation concerns  

The short waves of 5G, compared with other cellular frequencies, are not only contributing to operational 
risks, such as signal drop-offs, but to health concerns as well.

The expectations of a massive 5G-related infrastructure build-out have led to apprehension from some 
relating to potential radiation risks from the equipment. This isn’t unusual. Similar fears also surfaced during 
the rollout of 2G, 3G, and 4G infrastructure. However, the sheer scale of the equipment involved in 5G may 
be amplifying worries. In the coming years, one may look out the window in their house and see a 5G cell 
attached to a nearby streetlight. 

But how real are the radiation risks associated with 5G 
frequencies? Typically, radiation emitted from devices can 
be classified into one of two categories: ionizing and 
non-ionizing. For example, X-ray machines emit ionizing 
radiation, whereas cell phones and cell phone towers 
emit non-ionizing radiofrequency (RF) radiation.4 On a 
very basic level, ionizing radiation can directly damage 
DNA and be linked to cancer, whereas non-ionizing RF 
radiation, which has been deemed safe under typical exposure conditions, can cause heating of tissue but 
not direct DNA damage. However, research on exposure to 5G frequencies is now focusing on the 
non-thermal health effects and mechanisms that might cause indirect DNA damage, such as increased 
oxidative stress or the inhibition of DNA repair mechanisms. For example, a study in Environmental 
Research5 painted a scenario in which helical sweat ducts in the skin effectively act as miniature antennas 
to receive the electromagnetic radiation. The authors of the report concluded that “there is enough evidence to 
suggest that the combination of the helical sweat duct and wavelengths approaching the dimensions of skin 
layers could lead to non-thermal biological effects.”  

It appears that more research is required to ascertain what health effects, if any, there may be from 5G 
equipment and frequencies. Nevertheless, it seems unlikely that these concerns will deter the buildout of 
5G infrastructure in the United States. In 2018, the Federal Communications Commission (FCC) developed 
a strategy known as the Facilitate America’s Superiority in 5G Technology (the 5G FAST Plan),6 reportedly 
to assist, in part, in deploying the appropriate infrastructure and making additional spectrum available for 
5G services.7 The march toward 5G is on.
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“ …research on exposure to 5G 
frequencies is now focusing on 
the non-thermal health effects and 
mechanisms that might cause 
indirect DNA damage…”
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Could 5G Deployment Disrupt 
Weather Forecasting?
By: John Galantowicz

The fifth-generation cellular network 
(5G), which may jump-start various 
industries with its tantalizing speed 
and minimal latency, could neverthe-
less deal a setback to a service that’s 
become entrenched in society: 
weather forecasting.

Underlying every weather forecast is a 
series of atmospheric measurements 
and variables that are weighed to make models and predictions. Over time, these models have grown 
increasingly accurate. In 2019, a five-day forecast was just as accurate as a one-day forecast was in 1980.1 
Additionally, meteorologists have been able to predict Arctic weather events resulting from polar vortex 
splits more than a month in advance.2 These capabilities have a wide range of societal benefits, from an 
individual making weekend plans to a large enterprise keeping tabs on its global supply chains.

However, the measurement technology and weather models that have been refined for years may be threat-
ened by 5G signals that will likely be beaming across the better part of the world within the next decade.

Over the last three decades, satellite measurements of water vapor have proven to be a vital input to weather 
forecast models. Water moves through the atmosphere in far greater quantities as vapor than as liquid 
droplets in clouds. The better a forecast model knows the current global water vapor distribution, the more 
effectively it can forecast clouds, rain, and snow. Satellite water vapor sensing with microwaves at frequen-
cies around 22 to 24 gigahertz (GHz) was pioneered by NASA’s NEMS instrument (Nimbus-E Microwave 
Sounder) that flew in 1972.3 Since then, advances in sensing technology and forecast model data assimilation 
have resulted in the steady improvement in forecast capabilities that we take for granted today.

Could weather forecasting prosperity be in jeopardy? 

In March 2019, the U.S. Federal Communications Commission (FCC) auctioned off spectrum in the 24 GHz 
band, which will be used to deliver 5G services.4 This has attracted the attention of meteorologists because 
water vapor also emits signals at 23.8 GHz. Scientists, including those with the National Oceanic and 
Atmospheric Administration (NOAA),5 are concerned that 5G transmissions at this frequency will drown out 
the signals produced by water vapor, just as the sun hinders our ability to see the stars in daylight.  

The deployment of 5G infrastructure is expected eventually to be ubiquitous, which means that avoiding this 
interference with the current set of satellite-based instruments is not feasible. Rectifying this would not be 
straightforward either, as the process of replacing space-based microwave sensing instrumentation could 
take a decade. New microwave sensing strategies would need to be defined and new sensors built, tested, 
and launched on future, currently unfunded, satellite missions. Even with new sensors in place, the forecast 
performance might still fall below current standards. 

Working to avoid interference at certain radio frequencies isn’t unprecedented for forecasters. However, the 
magnitude of the 5G interference relative to the water vapor signal and the potential for global usage can 
render these bands unusable for remote sensing.  
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The 23.8 GHz spectrum isn’t the only radio frequency used for weather forecasting. Weather satellites use 
multiple ranges to detect weather changes, and it seems future FCC 5G auctions could affect them too. 
Here are some frequencies that the FCC may auction off in the coming years and how they currently relate 
to weather forecasting:

•  37.6–38.6 GHz band range, the same range in which rain and snow are measured
• 50.2–50.4 GHz band range, typically considered when measuring atmospheric temperature
• 80–90 GHz range, the same range used to measure clouds and ice6

It remains to be seen how this potential spectrum issue will unfold. What is certain, however, is the level of 
dependency this interconnected and technologically powered world has on accurate weather forecasts.

Why accurate weather forecasts matter  

If weather forecasts regress in effectiveness, there may be a domino effect that spans multiple industries and 
risks. The following scenarios illustrate some of these effects:  

•  Supply chains: A typhoon is barreling west in the Pacific Ocean and threatens to hit a key supplier 
located in Southeast Asia in just a few days. However, considerable uncertainty remains as to the 
trajectory the storm will take, and the supplier is deciding whether to incur the expense and disruption of 
moving products inland. This would be a costly undertaking, but remaining stationary could lead to 
catastrophic damages, as well as major disruptions for key customers. Without a reliable weather forecast 
to guide its decision, the company is essentially rolling the dice.

  Potential risks include: Damages to supplier’s product and assets, contingent business interruption (CBI), 
directors and officers (D&O) claims

•  Storm mitigation:  For three consecutive years, major hurricanes projected to hit Florida missed signifi-
cantly to the east, causing minimal damage. As a result, frustration ensued from businesses, which lost 
productivity, and from residents, who were upended from their day-to-day lives for a false alarm. The next 
year, another hurricane charges toward Florida. About 72 hours before landfall, state regulators again 
encourage Floridians to brace for the worst, but still jaded from the last few years, the warnings are largely 
dismissed and ignored. This time around, the Category 4 storm is a direct hit, bringing devastation to 
property that wasn’t properly fortified and to regions that didn’t comply with evacuation orders. 

  Potential risks include: Damages to buildings, heightened municipal costs, more injuries and casualties 
contributing to claims, and increased stress on hospitals 

•  Commercial transportation: Trucking, flying, and maritime operations are vital to both domestic and 
international shipping and trade. All of these are also at the mercy of the weather. A myriad of conse-
quences could result from these enterprises having a shorter window of time to respond to weather 
forecasts. For example, one shipper might deliver perishables, but an inability to foresee inclement 
weather could lead to delays and contribute to more frequent spoilage. 

  Potential risks include: Damages to trucks, planes, and vessels; damages to cargo; business interruption 
and contingent business interruption; injuries to employees
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How 5G Can Send Drones
to New Heights
By: Cory Shelton 

This year represented a 
year of firsts for the drone 
industry, reaching multiple 
milestones that could pave 
the way for more ubiquitous 
use in the future.

For instance, the Federal 
Aviation Administration 
(FAA) approved operations 
for a revenue-generating 
drone delivery service for 
the first time, permitting 
UPS to pair up with 
Matternet, an autonomous 
delivery drone startup, to 
deliver medical supplies in Raleigh, North Carolina.1 The venture is projected to allow for transport of 
potentially life-saving samples to be delivered in 3 minutes and 15 seconds, a steep drop from the 30 
minutes typically needed to deliver through car traffic in the same range.2 

The FAA also, for the first time, certified a drone delivery 
company as an air carrier, citing the company’s ability to 
demonstrate compliance with strict FAA safety 
requirements.3

Certainly, this represents progress for an industry that has 
yet to fully take off. To make even greater strides in the 
coming years, technology will need to be developed to 
cultivate an Unmanned Aircraft System Traffic Management 
(UTM) system that can complement the FAA’s Air Traffic 

Management (ATM) system.4 UTM is the missing puzzle piece to a nationwide airspace network that would 
allow for drones, helicopters and fixed-wing aircraft to live in harmony and, more important, not collide with 
one another. 

There is optimism building that 5G, with its rapid speeds and minimal latency, will facilitate the development 
of a more optimal UTM.

How the 4G to 5G evolution will affect drones  

•  Improved traffic systems: Currently, the biggest issue with creating a viable traffic management 
system for drones involves their limited connectivity to the Internet. The vast majority of drone systems 
currently available establish only a local connection to the ground station. At no time does the drone 
directly connect to the Internet itself.

  Without this Internet connection, a drone might not be able to broadcast its current position and altitude, 
which could lead to mid-air collisions.

“Future air traffic control  
systems… could access  
real-time data…allowing  
for an ecosystem that could  
prevent collisions.”

42 5G Technology



  This issue could be rectified by embedding 5G transmitters into drones. If integrated, the transmitters will 
allow drones to connect to the network, enabling them to broadcast their location and receive instruc-
tions from the cloud. With these transmitters, future air traffic control systems and other aircrafts could 
access real-time data on the drone, allowing for an ecosystem that could prevent collisions.

•  Increased bandwidth: Drones that operate within the 5G network will also benefit from the same 
bandwidth typically provided by most cable or fiber-optic connections, enabling a host of new drone-
based services.

  With the increased bandwidth, drones may be able to beam the Internet to remote and underserved 
areas. Additionally, in time, drones could stream 4K or even 8K video across the globe with only a few 
milliseconds of latency. 

 Drone risks of the future 

Increased tracking capability and other safety measures could mean more prevalent drone use, but  
with increased use comes increased risk. Here are a couple of potential issues that could arise as  
drone use surges:

•  Loss of connection:  While the improvement of Unmanned Aircraft Systems Traffic Management 
(UTM) systems and other drone technology is alleviating fears about drone-related incidents, some 
questions remain. Contemporary drones typically use a basic form of Return To Launch (RTL) function, 
which essentially sets a geolocated home point that the drone will return to for landing in case of a loss 
of connection. But what happens when a delivery drone attempts to navigate a large metropolitan city 
and the 5G transmitter fails or the Internet goes out? If a drone loses connection with its pilot several 
miles away, how will it navigate autonomously in a dense urban city flooded with other airborne objects 
and tall buildings? Ultimately, refining any nascent technology can be difficult because the real-world 
presents a variety of potential unforeseen circumstances. Drones appear to be no exception to this.

•  Privacy:  By virtue of 5G-enabled fleets of drones patrolling skies regularly, their cameras and sensors 
will inherently be able to collect troves of data unlikely to be destroyed once aggregated to a database. 
The incorporation of facial recognition into both public and private enterprises was a prominent theme in 
2019, and there have been reports of some drones already being equipped with this technology as well.5 
Additionally, similar to home smart speakers reportedly collecting and keeping audio unbeknownst to 
some users, drones may also be able to pick up and keep footage of individuals without their consent. 
The possibility of this footage being breached could lead to the revelation of addresses, whereabouts, 
and other highly personal information.
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How Bioengineering Could 
Reshape the Cannabis Industry
By: Thad Nosal, Hans Plugge, and David Geller 

Marijuana is a risky business. Whether in the cultivation, manufacturing, or processing stage, businesses 
engaged with the industry face a laundry list of potential pitfalls. 

For instance, the electricity and infrastructure typically required to foster the hot, humid, carbon dioxide–
rich environment needed to grow cannabis can result in a litany of risks that includes mold and explosions. 

Additionally, a dearth of research substantiating the type and quantity of pesticides needed in cannabis 
farming has resulted in a lack of adequate information around the safe use of pesticides in cannabis cultiva-
tion, thus increasing the potential for unsafe or contaminated cannabis products being sold to the public. As 
a result of continuing regulatory restrictions, crop rotation as a method of pest control cannot be practiced.1

These, as well as other factors, have made the growing field of cannabis bioengineering a potentially more 
appealing long-term source for producing cannabis compounds. Bioengineering includes the modification 
of the plant itself and the development of microorganisms modified to produce cannabis compounds.2  

How bioengineering cannabis compounds can reduce risk 

In 2019, researchers published a study in which brewer’s yeast was bioengineered to produce cannabidiol 
(CBD) and tetrahydrocannabinol (THC), demonstrating the efficacy of bioengineering as a tool to produce 
cannabis compounds.3 At least 12 companies are considering using bioengineering to produce cannabis 
compounds without the need to grow cannabis plants.4  
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If scalable, producing cannabis compounds using bioengineering could address risks inherent in  
traditional cultivation, such as:

•  Making product development more environmentally sustainable: Not only could bioengineering 
limit the need for hazard-laden greenhouses, it could also consume less energy and water, thus aligning 
with worldwide sustainability goals to limit emissions and respond to growing water scarcity.5 

•  Reducing dangerous by-products: This technique could address a problem that emerges from the 
process of extracting specific compounds from a cannabis plant. On occasion, CBD extracts or 
fractions, which are composed of multiple components, have retained some THC in the final products.6 
Given the increasingly prevalent use of CBD for wellness products, even a trace amount of the psycho-
active THC within these products could be a cause for concern, especially if children are using products 
infused with cannabis compounds.

  This issue could be resolved using bioengineering, since marijuana manufacturers could bypass working 
with the marijuana plant, thus enabling the production of pure cannabis components that should not 
contain any unintended extracts.

How bioengineering cannabis compounds opens new doors  

More than 500 chemicals have been identified in cannabis, including over 100 different cannabinoids. 
Cannabinoids are chemicals that interact with the body’s endocannabinol system to trigger physiological 
reactions. With respect to cannabinoids, CBD and THC tend to be discussed most often, but other 
cannabis compounds have exhibited properties that have piqued the interest of scientists.7 

The limited presence of these minor compounds in 
the cannabis plant has restricted the ability to 
research such compounds in-depth. 
Bioengineering allows for the mass production of 
these more obscure molecules, thus allowing for 
more in-depth study.8

These compounds can be created using bioengi-
neered yeast, algae, and bacteria. Bioengineering 
has been prominently used in the past for other 
products, such as insulin, which became scalable 

after using yeast to produce much higher quantities at a lower price. Also, biosynthesis offers the possibility of 
producing individual compounds at higher purity than could be achieved from extracting the chemicals from 
plant material.9

Cannabinoids aren’t the only part of the cannabis plant that may entice more research. A study in the 
1980s remarked that Cannflavin A and Cannflavin B, two flavonoids within the cannabis plant, have 
anti-inflammatory properties that are 30 times more powerful than aspirin. However, these flavonoids 
comprise merely .014 percent of the fresh weight of the marijuana plant, making extraction considerably 
difficult and thus limiting research.10 

Bioengineering could allow for these components to be mass-produced and enable scientists to research 
their properties and potential benefits.

“At least 12 companies are  
considering using bioengineering  
to produce cannabis compounds 
without the need to grow  
cannabis plants.”
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Risky business: A world with more cannabis products  
could be on the horizon 

Harnessing cannabis for further medical use and treatment is enticing. However, the introduction of new 
cannabinoids and cannabis components into the market could trigger the same issues as the burgeoning 
CBD market, such as potential regulatory confusion and misrepresentations in advertising.11

Additionally, one area of research that’s still ambiguous is how different cannabinoids interact with each 
other and how that may affect human health after consumption. If more cannabinoids (CBN, for example) 
or other components are mass-produced, then it isn’t difficult to envision a scenario in which an individual 
is ingesting CBD and CBN for different purposes, such as anxiety and sleep assistance, as well as THC for 
recreational use. 

This quandary was alluded to at a June 2019 Federal Drug Administration (FDA) hearing involving CBD. 
The FDA Commissioner asked, in part, how CBD would interact with other drugs an individual might be 
taking.12 Of note, some researchers in the past have expressed concern that CBD could cause issues with 
blood thinning medication. For example, CBD could block the metabolism of warfarin, which might enable 
it to stay in the system longer, potentially leading to toxicity or a traumatic bleed or dangerous hemor-
rhage.13 Additionally, a review published subsequent to the meeting identified several classes of medica-
tions that may be affected by concurrent use with CBD.14 

Other compounds and cannabinoids

As noted earlier, there are more than 500 chemicals and at least 100 cannabinoids in cannabis,  
among them CBD and THC. While research on many of these compounds is scarce, here are some  
to keep an eye on.

Cannabinol (CBN): CBN is reported to be similar in chemical composition to THC and is thought to be 
mildly psychoactive. There’s a belief that its operation as an agonist to the TRPV2 receptor can make it 
potentially effective for mitigating pain and inflammation, lowering blood pressure, and treating skin 
conditions.15 It’s also being investigated as a potential sleep aid,16 which is noteworthy because 50 to 70 
million Americans have a sleep disorder, according to the American Sleep Association (ASA).17   

Tetrahydrocannabinol acid (THC-A): This is the component that when heated is converted to THC, a 
cannabinoid that produces psychoactive effects.18 Potential benefits that THC-A may offer include anti-inflam-
matory properties, relief for nausea and vomiting, and possible treatment for neurogenerative disorders.19,20 

Cannabigerol (CBG): Cannabigerol’s potential is drawing attention, in part due to a preliminary study in 
which CBG ingestion led to the creation of new brain cells in mice,21 displaying similar potential as THC-A 
to treat neurogenerative disorders. Additionally, this cannabinoid is being identified as a possible com-
pound to fight cancer, showing the ability to block receptors that contribute to cancer cell growth.22
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As Market for CBD Products Blooms, 
Questions Grow around Human Safety
By: Patricia Iscaro 

What do you think of when you hear 
the word cannabis? For some 
readers, their thoughts may drift to 
media reports proclaiming the 
legalization of recreational marijuana 
in several U.S. states. But the market 
for cannabis-based products reaches 
far beyond recreational marijuana. 
Indeed, it’s possible that several 
cannabis-based products are being 
sold currently in a pharmacy near 
you. And recent regulatory changes 
may open the door for an even wider 
influx of cannabis-based products in 
the future. 

The question is: How safe are these products and what risks do they pose for insurers? 

The explosive growth of cannabidiol  

One major growth market for cannabis is products containing cannabidiol, or CBD. As the name suggests, 
cannabidiol is an active ingredient derived from cannabis—specifically, the Cannabis sativa L. plant, 
including hemp and marijuana.1 CBD is generally sourced from hemp, not marijuana, since hemp usually 
contains 0.3 percent or less of THC, the psychoactive molecule that imparts the “high” associated with 
marijuana consumption. 

Industry research indicates that sales of CBD-based products have increased 706 percent since 2018 and 
are expected to surge to more than a US $5 billion industry by the end of 2019.2 By 2022, industry research-
ers believe the market could soar to US $22 billion.3 This product boom includes everything from tinctures 
to vape oil and edibles such as gummies and syrup. Not surprisingly, hemp farming is also a growth 
market. According to data gathered by the advocacy group Vote Hemp, from 2018 to 2019 hemp acreage 
under license in the United States grew 511,442 acres, an increase of 476 percent.4 

How is hemp regulated?  

What’s fueling the growth of this cash crop? In part, it’s a new regulatory regime ushered in by state legisla-
tures and, at the federal level, by the 2018 U.S. Agricultural Improvement Act, aka the 2018 Farm Bill.5

The 2018 Farm Bill generally changed the status of hemp from a controlled substance regulated under the 
Controlled Substances Act (CSA) to a substance subject to Food and Drug Administration (FDA)-regulatory 
requirements.6 It did so by removing hemp and derivatives of cannabis with no more than 0.3 percent THC 
concentration on a dry weight basis from the CSA’s definition of marijuana.7 
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While no longer a controlled substance, hemp and cannabis derivatives with 0.3 percent or lower THC 
concentrations are still regulated. As explained by the FDA, “FDA treats products containing cannabis or 
cannabis-derived compounds as it does any other FDA-regulated products—meaning they’re subject to  
the same authorities and requirements as FDA-regulated products containing any other substance.”8  

The FDA has generally concluded it is illegal under 
federal law to add CBD to food or market it as a  
dietary supplement.9

Related federal prohibitions have not stopped 
some states, such as New Mexico, from passing 
laws that generally allow for the incorporation of 
hemp-derived CBD in food products.10 Nor has it 
deterred some manufacturers from producing 
and selling food products containing CBD. To 

date, the FDA has sent warning letters to several companies using disease-curing claims to market their 
CBD products.11 But products proclaiming the supposed stress relieving and anti-inflammatory benefits of 
CBD (among other claims) remain in circulation.

Concern about CBD product safety  

The FDA has highlighted a number of health and safety concerns with respect to the budding market for CBD 
products and has published a list of its more pressing concerns around CBD product safety, including:12 

• the long-term effects of regularly ingesting CBD 
•  the cumulative exposure to CBD through a variety of products. (What happens if you eat food with CBD 

in it, use CBD-infused skin cream and take other CBD-based products on the same day? What if you 
use these products daily for a week or a month?)

•  the effects of CBD on special populations such as the elderly, children, adolescents, and pregnant and 
lactating women 

• the safety of CBD use in animals and pets

In Senate testimony on July 25, 2019, an FDA official highlighted another concern, noting that laboratory 
analysis of some of CBD products revealed they did not contain the amount of CBD stated on a product’s 
label, and/or the products contained other substances that were not on the product’s label, such as other 
cannabinoids like THC.13

“It remains an open question as  
to how…pesticide concentrations 
might affect users who ingest and 
inhale cannabis-based products 
like CBD.”
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Pesticides used in growing hemp  

In addition to these concerns, there’s also the issue of pesticides used in the production of hemp. The U.S. 
Environmental Protection Agency (EPA) generally regulates pesticide use in agriculture, along with state 
and local jurisdictions. As of authoring, there are currently no pesticides registered by the EPA specifically 
for use on cannabis, although applications requesting the expanded use of registered pesticide products 
for hemp are currently in review. Consequently, there are no tolerances established for hemp to be used 
for food/supplements.14

With CBD products proliferating onto store shelves, researchers are concerned about the potential for high 
concentrations of pesticides in CBD products that are ingested or inhaled. That’s because unlike some 
crops, cannabis can be dried or turned into oils thereby concentrating any chemicals or pesticides used  
on the plant. It remains an open question as to how those pesticide concentrations might affect users who 
ingest and inhale cannabis-based products like CBD.15

An evolving market  

As the cannabis industry continues to grow, legislatures will need to keep up and regulatory agencies will 
need to promulgate regulations to ensure consistent standards for cultivation and consumer safety. 
Insurers, too, will need to pay keen attention to the dynamics of this market as it promises to impact 
everything from general and product liability coverages and beyond.
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About Verisk Business Units 

AER  Atmospheric and Environmental Research (AER) provides science-based solutions to global 
environmental challenges. AER’s internationally renowned scientists and software engineers collaborate to 
transform state-of-the-art predictive science and analytical tools into practical systems that address both 
civilian government and defense needs for geophysical understanding, computer simulation, and fore-
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established in 1977 and is headquartered in Lexington, Mass. Visit www.aer.com.
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and society more resilient to extreme events. In 1987, AIR Worldwide founded the catastrophe modeling  
industry and today models the risk from natural catastrophes, terrorism, pandemics, casualty catastrophes, 
and cyber incidents. Insurance, reinsurance, financial, corporate, and government clients rely on AIR’s 
advanced science, software, and consulting services for catastrophe risk management, insurance-linked 
securities, longevity modeling, site-specific engineering analyses, and agricultural risk management.  
AIR Worldwide is headquartered in Boston, with additional offices in North America, Europe, and Asia.  
For more information, please visit www.air-worldwide.com.

Geomni  Geomni uses remote sensing and machine learning technologies to capture, store, process 
and deliver the most accurate aerial imagery and geospatial data. Our data analytics and imagery solutions 
serve a variety of industries including P&C insurance, construction, engineering firms, government, urban 
planning, utilities, and more. Mapping professionals leverage our extensive aerial intelligence to better 
understand growth and change, detect damage, find hazards, assess risk and perform valuations. In a 
nutshell: We enable you to make more informed, data-driven decisions. Visit: www.geomni.com.

ISO  ISO is a Verisk business, is a leading provider of advanced tools and analytics for the property/casualty 
insurance industry. Drawing on unique data assets and deep domain expertise, ISO products and services 
help insurers underwrite and price risks with greater precision and efficiency and manage claims more 
effectively across the spectrum of commercial and personal lines of insurance. For more information,  
visit www.verisk.com/iso.
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Verisk 3E  Verisk 3E, formerly 3E Company, delivers intelligent compliance solutions that empower 
companies to reduce risk, drive continuous improvement, and create new growth opportunities. For 30 
years, Verisk 3E has provided clients with the expertise, content, live 24/7/365 environmental health and 
safety (EHS) support, and award-winning solutions required to increase chemical and workplace safety, 
improve product safety and stewardship, strengthen supply chain stewardship, and optimize research and 
development decision support. Visit: www.verisk3e.com.

Verisk Maplecroft  For over 10 years, Verisk Maplecroft has pioneered the quantification of risk. 
Our journey has seen us become part of the world’s leading data analytics organization and progress from 
a team of talented academics based in the west of England to a global research house at the forefront of 
data modelling, risk analysis, and forecasting. Visit: www.maplecroft.com.

Wood Mackenzie  Wood Mackenzie is a trusted source of commercial intelligence for the world’s 
natural resources sector. We empower clients to make better strategic decisions, providing objective analysis 
and advice on assets, companies and markets. Visit: www.woodmac.com.

Interested in jumpstarting your research efforts for risks affecting your business, or keeping tabs on a  
risk you’re already monitoring?

The ISO Emerging Issues team covers more than 40 emerging risks and trends to help you do just that. 
Visit www.verisk.com/ei to access the Emerging Issues research website to explore these insights, as 
well as subscribe to a weekly newsletter that provides freshly authored content drafted in response to  
the latest news and developments.

Learn More About ISO Emerging Issues
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auto, commercial umbrella/excess, businessowners, and medical 
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frequent guest speaker and panelist at industry conferences and a teacher 
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ISO Emerging Issues Team

54 ISO Emerging Issues54



Christopher Sirota

Christopher Sirota, CPCU is Emerging Issues product development lead  
at ISO. Christopher is responsible for research in emerging risks that may 
affect the insurance industry to support product development and for 
maintaining the ISO Emerging Issues website. With almost 20 years at 
ISO, Christopher has previously been involved in product development  
for personal and commercial auto programs related to telematics and 
connected vehicles. He also has presented at industry events on the topic. 

David Geller 

David Geller, CPCU, SCLA is Emerging Issues senior analyst at ISO. David 
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